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ABSTRACT -

It is shown that the bivariate density of the absolute normal
distribution is totally positive of order 2. Necessary and sufficient
conditions are given for the trivariate density of the absolute normal
distribution to be totally positive of order 2 in pairs of arguments.
These results are then used to show that certain generalized bivariate and

trivariate t, x2 and F random variables are associated.
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1. TIntroduction. Motivated by neceds in simultancous infercnce, numcrous

authors have established incqualities for joint probabilities in terms of
marginal probabilities. Typically in these inequalities the underlying
random variables are jointly normal and most of the proofs are of an
analytic nature. In this paper we obtain stronger dependence results in
the bivariate and trivariate cases by using certain notions of multivariate
decpendence.

Suppose (Xl,...,Xp)' ~ Np(Q, L), where Np(g, L) denotes the law
of a p-variate normal random vector with mean 0 and nonsingular covariance

matrix f = {oijqioj}. For £ = 1 .oy N, Jet z; = (Zli""’z )! ~ Np(g,gi),

pi
where ZyseresZ, are independent random variables. Further, for
1 = Y,sevag Py let Ti,..., Ti be independently and identically distributed
P 1 o y
according to N(O, o2 ). Now assume (X,;..., X )', {z.},
Ti 1 P i
1,% p,9p .
{Tk}kzl""’{Tk}k=1 are mutually independent sets of random variables.
Define
2 .2
(1.1) Sk e Zkll(wl)kk’k S e
£=1
d
an 4 "
*
(1.2) &0 = B GPiok s Ww ive b
£=1 k

DEFINITION. (Lehmann [1966]). The random variables UpyeensU,  are

positively quadrant dependent (PQD) if P[n(Ui j_ui)] > HP[U1 < uij, for

all real numbers Upserestye

In the case p = 2, i.e., the bivariate case, Khatri [1967] showed that

2
2 2

that IXlI/SI, |X2|/52 are PQD. Halperin [1967] obtained the slightly

IX;1, IX,]| are PQD and that Sf, S, are PQD. Sidak [1967, 1971] proved
*
stronger result that |X1|/(Sf + SIZ)*, llel(Sg + 522)* are PQD. Dunn

1958 had previously obtained similar results.

R s e R R e T T e
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For the p = 3 case, similar results hold. Khatri showed that

IX 1y IX51, IX5] are PQD if £ is of the form {8.8.,}, i # . Khatri

i dk
f, g are PQD. Sidak [ 1971]

..,|X3|/S3 are PQD if the correlation between X

>
also showed under this condition that S Sg, S
proved that lellsl,.

and xj is of the form Aixjoij i, 1= Y,oncss 140, Ixil <1

(t = 1,2,3), {oi } is any fixed correlation matrix; and if the correlation

i}

between Zp; and Z4 is of the form Tlirkl (£, k = 1,2,3; £ £ k,

i=1,...,n) where frtil <l =12.3¢1 = 1, ..0,0):

i

Some results have been obtained for higher dimensions by the above
authors.

Note that up to constants (Xl/S Xp/Sl)' is a multivariate

'EEREE
Student's t-random vector (considered in the bivariate case by Siddiqui
[19677); (XIISI,...,Xp/Sp)I is a generalized multivariate Student's

t-random vector (Sidak [1971]); and (Si,...,Si), is a multivariate X2
random vector (Krishnamoorthy and Parthasarathy [1951], Jensen [1970]).
Jogdeo [1977] defined a class of multivariate random variables called
"contaminated random variables" and showed that their absolute values are
associated. It is worth noting that the multivariate normal distributions
discussed in Khatri and Sidak papers mentioned above can be viewed as
"contaminated random variables" as shown on p. 498 of Jogdeo's paper.

Pitt [1977] strengthened the results of Khatri [1967] and Sidak 1967, 1971]
in the bivariate case, and proved that if n(xl,xz) is the standard normal
density on R2 and if A= -A and B = -B are convex subsets of Rz,

then P[(xl,xz) e AnBJ Z_PE(xl,xz)c A PL(x),x,) € B]. Dykstra and

Hewett [1977] established positive dependence of the roots of a Wishart

matrix.
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The preceding results were derived basically independently of cach
other and cach proof involved analytic techniques specific to that result.
In this paper we obtain the following basic results: (a) the density of
|X11, EXZI is totally positive of order 2 (b) a nccessary and sufficient

condition that lel, [X,1, IX,| be totally positive of order 2 in pairs

3

of arguments is that 1T sgn(X,.) < 0, where 4 = {) .} = z'l;
i<j i3 = ij ¥
* *
(c) Sf + 512, Sg + S;z, Sg + 532, are associated random variables and

*2)%

M |X2|/(S§ + S;z)}, |X3|/(S§ + S;Z)} are associated

2
that X, 1/(S; + S

random variables. (The same results hold for p = 2.)

2. Total Positivity of the Bivariate Absolute llormal. We employ the

following definitions and implications.

DEFINITION 2.1. (Karlin [1968]). A function f:R2 » Lo,#) is totally
positive of order 2 (TPZ) if the second order detcrminant dct(f(ui, vj)}
is nonnegative for cach choice u1 < uz, v1 < vz.

DEFINITION 2.2. (Esary, Proschan and Walkup [1967]). The random variables

Ul,...,Ua are associated if Cov[f(Ul,...,Ua), g(u ,Ua)] > 0 for all

1,0-.

nondecreasing functions f, g.

DEFINITION 2.3. (Barlow and Proschan [1975]). Let o be an integer

exceeding 2. A function f:R® » (0,=) is said to be totally positive of
order 2 in pairs (TP2 in pairs) if for any pair of arguments U, sUps
f(ul,...,ua,...,ub,...,uu), viewed as a function of u Yy with remaining
arguments fixed, is TPz.

DEFINITIGN 2.4, (Barlow and Proschan [1975] ). The random variables
Ul,...,Ua are conditionally increasing in sequence if for i = 1,...,a

P(Ui > ui/Ui-l = U yreees Ul = ul) is increasing in Upserey Uy g




—

For s > 0, let

vt = 0% Yres), t >0

1)

=0 y £ <0,

For m > 0, n > 0, define

B TRE R
wm,n(ul’uz) = Ely RUI ul)Y (UZ UZ)]’

where the expectation in the right hand side is taken with respect to

the joint distribution of U1 and UZ‘

DEFINITION 2.5. (Shaked [1977]). Two random variables U1 and U?

said to be dependent by total positivity of order two with degree (m,n)

are

(denoted by DTP(m,n)) if wm’n(ul,uz) is TP, in u and u

't
The following is an appropriate extension of DTP(m,n) for more than

two random variables.

DEFINITION 2.6. The random variables Ul""’ Ua are said to be dependent

by total positivity of order two with degree (m,n) in pairs (denoted by

DTP(m,n) in pairs) if for every pair of arguments Uss Ups

def

2 G ™y . %
b, n(Ugrty) = E[{y‘m(Ua udy Py - u ), 1= 1,000, 1 £ a,b]

is IP2 in u,su

b‘

The following lemma is closely related to Theorem 4.2, p. 143, of
Barlow and Proschan [1975] and Proposition 3.4 of Shaked [1977].
LEMMA 2.1. Let the random variables Ul""’ U, have joint density

'U U (U, yeeey u ). Then the following implications hold:
l’..., u l c

f U ("l""' ua) is TPZ in pairs¢===oul,..., U, are DTP(0,0) in
a

Ul,ll"
pairs -=*Ul,..., U, are conditionally increasing in sequence ‘=“°Ul,..., Uy

are assoclated -=-'Ul,..., U, are PQD.




A more dctailed examination of DTP(m,n) in pairs and its relationship
to the dependence concepts given by Alam and Wallenius [19767], Fsary and
Proschan [1972] and Shaked [1977] are being currently examincd by the
authors and will appear in the future. The implications given in Lemma 2.1
are, however, sufficient for our purpose.

In order to obtain our main bivariate result, we require the following
lemma.

LEMMA 2.2. Let f(u,v) = kl(U) kz(v) g(uv) foru 20, v 20 and f(u,v) = 0,

otherwise. Assume k1 >0, k2 >0, and g > 0. If g 1is nondecreasing and

In g is convex, then f |is TPZ'

PROOF. Since f =0 for u <0 or v <0, it suffices to consider 0 Sy <uy,

0 <v
P
1l

1< Vo in showing det{f(ui,vj)} > 0. Hote that dct{f(ui,vj)} =

[

i (k‘(ui)kz(v

j))J det{g(u,v.)}, and thus we nced only to show that
1 o

i}
dctfg(uivj)} > 0. Define t) = UV by 4 By = uyvps ty = uiv,, ty 4 AZ =

U,V5, SO that 0 g_Al < AZ' Observe that ]

=
v,)l = g(tl)g(t2 +8,) - glt) + Al)g(tz)

deF{gfui 3

> g(tl)g(}é + Al) - g(tl + Al)g(tz)

2 0,
where the first inequality follows because g > 0 and nondecreasing and
the second inequality because g 1is logarithmically convex.

THEOREM 2.1.  Let (Xl, Xz)' -~ NZ(Q. L). Then the joint density function

f!xll, Ile('l’xz)’ of 1X;1, IX,1 1s TP,.

L
T
.
|
| -




>0,

PROOF. For x| < 0 or Xy < o0, f'x1|’|x2'(x1,x2) = 0, and for 3

Xy 2 0 it is rcadily shown that

f'xl" |x2|(xl,xz) = kl(xl)kz(xz)g(xlxz),
where

ki(s) = cxp[-szleij, fo=nl 2

g(s) = 4c cosh(:s/(elez))
and

8= (2~ sz)io 1=, 25 ¢ 1 = 2110102(1 - 02)%

Straightforward calculations yield that g 1is nondecreasing and logarithmically

convex, so that Lemma 2 immediately yields that flxll IXZI(xl,XZ) is TP,. 0
’

REMARK 2.1. From Lemma 2.1, it follows that the random variables IXll, |X2|

are conditionally increasing in sequence, associated, and PQD.

3. Total Positivity of the Trivariate Absolute Normal. In this section we

give a necessary and sufficient condition for the density function of the
trivariate absolute normal variable to be TP2 in pairs. In section 4 we use
this result to show that a trivariate x2 and a trivariate t-distribution are
associated and, hence, a;e PQD.

Let (xl, XZ’ X3)' ~ NB(Q’ L) have a trivariate normal distribution
with mean 0 and covariate matrix f. Let A = {Aij) = 2'1. Then the joint

p.d.f., f|xl|,|x2|’Ix3|(xl,x2,x3), of lel, X515 1X31, for (xl, X5 x3) in

the positive octant is given by
2 2

2
+ A33x3)]g(xl, X5 x,),

where
K, = 2(/27)'3|A|’,




and
1 1 i j
g(xl, X5 x3) = 150 jEocxp[(-l) MaX1%e * (-1) M3X X3t (-1)

i+j+1
A23x2x3].
The density is 0, otherwise.

Hence, to show that flxll,lle,lx3|(x1’ xz, x3) is TP2 in pairs it

suffices to show that g(xl, X9 x3) is TP2 in pairs. To do so we require

the following two lecmmas whose proofs are straightforward.

LEMA 3.1. Let AO be a fixed 3 x 3 positive definite matrix and define

Qe as a diagonal matrix with elements + 1. Then the p.d.f.

fIXll, X, 1, lx3|(x1, X5 x3) given by (3.1), viewed as a function of AJ,

if invariant on the set {A:4 = D A0 }.
Define sgn(x) =1 if x> 0; =0 if x =0; = -1 if x < 0.

LEMMA 3.2. A necessary and sufficient condition that there exists Qe’
a diagonal matrix with elements + 1, so that the off-diagonal elements of

D A.D are all negative (positive) is that 1 sgn(x0 ) = -1 (=1), where
~e~0~e 1<§ i}

0 th
Aij is the i, j~ element of QO'

THEOREM 3.1. Let (Xl, Ry X2)' ~ NB(Q’E)' Then a necessary and sufficient

e’ 3

condition that the joint density function flxllglle,lx3|(xl’ X5 x3) of
'xl|, ile, |X3I be TP2 in pairs is that igj sgn(Aij) < 0, where

As {xlj} = g-l-

PROOF

SUFFICIENCY. If 1 sgn(A,,) = -1, then by Lemmas 3.1 and 3.2, we may

W |
suppose that -XIZ >0, -A13 >0, -AZB > 0. Let

(3.2) bt ) 1 o o

ATt - i o

A e

fa




gl

and
a = =h, /(a2 xz)
12" 713723737
so that —Fllexz = auv. Without loss of generality, we only show
f Xll’ !le’ lxal(xl’ "2’ x3) is TPZ in xl >0, XZ >0 for x3 > 0 fixed.

This is equivalent to showing that for a > 0 ha(u,v) is TP2 for u >0,

v > 0, where

(3.3) ha(u,v)

= Pa(u,v) + Pa(u,-v) + Pu(-u,v) + Pa(-u,—v),

= 2¢™Vcosh(u + v) + 2e"™Vcosh(u - v)
and
Pa(u,v) = exp[u + v + auv].
Let
o°h (u,v)  3h (u,v)  3h (u,v)
(3.4) Aa(u,v) : ha(u,v) aﬁav i 0lz)u c‘E)v

To verify that ha(u,v) is TPZ’ we verify for u >0, v >0, a >0 that

(3.5)

A (u,v) > 0.
" -

(sce Karlin [[19687], p. 49).

Direct calculation yields that

Dha(u,v)
v (1 + av)[Pa(u,v) “ Pa(—u,v)] +
(1 - uv)[Pa(U,-V) - Pa(-u,-v)],
Pt i e i
3V & a
(1 - uu)[Pa(-u,v) - Pu(-u,—v)],
and
azhu(u,v)
—ga—— = AP (u,v) + P (-u,-v) - P (-u,v) - P (u,-v)]

+ (1 + av)(l + uu)Pu(u,v)

- (1

au) (1 + av)Pu(-u,v) = (1 + au)(1 - av)P(u,-v)

+ (1

au)(l - av)Pa(-u,-v),




so that after simplification, we have

UV -2

(3.6) 4 (u,v) = 28Lef W oosh(Zlusv)) - e Wooeh(2(u-v)) ]

+ 4(2 + a)sinh(2auv) + Savlsinh(2u) + au cosh(2u)]

+ 8aullsinh(2v) + av cosh(2v)].
The first term of (3.6) is nonnegative by the monotonicity of et and
the monotonicity of cosh(|t|). The remaining 3 terms of (3.4) are
nonnegative because cosh t > 0, and sinh t > 0 for t > 0. Thus (3.5)
holds.

If I sgn(X,
i<j 1

) = 0, then either two or more of the A,.'s equal to

iy
zero, or exactly one of the Aij's equal to zero. The case where two or more
of the Aij's equal to zero follows from the bivariate case discussed in

Section 2. If exactly one of the Aij's equals to zero, say XlZ’ then in
Fquation (3.2) divide by the other two Aij's, so that o = 0 and then apply

a techniqe similar to the one used when a > 0 to show that the density is

IP? in pairs for fixed X3 In this case, to show TP2 in pairs for fixed

X, or x, the argument would reduce to the bivariate case argument.

1
NECESSITY. Suppose n sgn(AiJ) = 1, so that by Lemmas 3.1 and 3.2 we can
i<j
assume ‘12 > 0, x13 >0, A23 > 0. Define u, v, a as in the proof of the

sufficiency, but note u, v, and a < 0. We proceed to show that there

exists xy > 0 so that f|x1|a |X2|, |X3|(x1’ X5 x3) has negative second

order determinant for certain Xy > 0, X5 > 0. To do this, we let

Ay S FAlzl(Al3A?3)J;, so that o = -1, and then show that there exists an open set

so Lhat A-l(u’ v) defined in (3.4) is negative. To find such an open set, we

show that there exists t < 0 so that A_l(t,t) is negative and then appeal to the

continuity of A_l(u,v). Note that

2
b_y(t,t) = 29"t (1 - cosh(4t)] - 16t[sinh(2t) - t cosh(2t)].




o

Observe that cosh(2t) > 1 and that for suitably small ncqative t,
sinh(2t) - t cosh(2t) < 0, so that for suitably small negative t,

El(t, t) < 0. Hence, we can conclude that

f|x |, |x ,IX l(xl’ Xza X3) is not TP2 in pairs if .n sgn(xij) &
1 3 i<
REMARK 3.1. If 1 sgn(xij) < 0, then, using Lemma 2.1 and Theorem 3.1,
i<j

we have that the random variables |X1|, | X

2|

|X,| are conditionally

2" 3'

increasing in sequence, and associated.
For the general multivariate normal case without absolute values, we
note that Barlow and Proschan [1975, Chapter 4] proved that the multivariate

normal density function is TP, in pairs if and only if Aij 0 for 1 ¢}
i |

~

where A =

4. The Association of Bivariate and Trivariate x2 and t Distributions.

In this section we use the results of the previous sections to obtain
the association of certain bivariate, and trivariate, xz, e andik
distributions.

To prove the results of this section, we make use of the following two
lemmas which by themselves are quite interesting and useful. Lemma 4.1 is a
special case of Theorem 4.1 of Jogdeo [1977].

LEMMA 4.1. Let U U be positive random variables. If Ul""’ u
NI b T a

1700 &

are associated, then U;l,..., UOl are associated.

LEMMA 4.2. Suppose that the nonnegative random variables Ul""’ Ua are

independent of the nonnegative random variables Vl,..., Va. If Ul""’ Uu

are associated and Vl""’ Vu are associated, then ulvl,..., qua are

associated.




* *
i + 512, Sg + S 2 are associated random

THEOREM 4.1. (a) For p=2, S 2

variables.

(b) For p =3, if T Sgn(w;l)kj < 0, L= Loy B, then
k<j
2 22 2 *2 2 * . 2
S1 + Sl ¢ S2 + S2 and S3 + S3 are associated random variables, where
-1 .th -1
(wi )kJ dcnotes k, j o element of v

PROOF of (a): By Lemma 2.1, Theorem 2.1 and the invariance of association

under nondecreasing transformations (P4 of [4]) we have, for i =1,..., n,

that 72 /2 are associated. Because {(Z.} S*2 S*2 are independent
o e ‘ 2 i @R P ’
2 2 2 2 *2 X2 J
we have that 111, 121""’Zln’ ZZn’ Sl 5 52 are associated (P2 of [4]).
*2 2 *2

Since Sf + S1 ’ 52 + S? are nondecreasing functions of the

* * * *
2 522, we obtain Si + 512, Sg + 322 are associated.

2
/ij, sl ’

PROOF of (b): Using Theorem 3.1 and Lemma 2.1, we can prove (b) in a

similar fashion to (a) with the obvious modifications.

REMARK 4.1. HNote that Khatri's condition that %, is of the form (sisj)

{F.I <1, i =1,2,3 implies that JI§ sgn(w;l)k < 0.
i k<j J
COROLLARY 4.1. (a) For p = 2, (Si + SIZ)'%, (S; + 522)—§ are associated

random variables.

(b) For p=3,1¢ I sgn(‘bil)kj <0,1i=1,..., n, then
y k<j
ik - «3
(Si + 5;2) ) (Sg + 522) %, and (Sg + 5;2) “ are associated random variables.

PROOF: The proof follows from Theorem 4.1 and the square root analogue of

lLemma 6.1, []

*
IMORM 4.2, (a) For p =2, the random variables IXII/(Si + Slz)} and

¥ !

lle/(S; + S? )’ are associated.




P

(b)Y For pr= 3, 4f 1 SQn(Aij
i<j

> -1 2
k:jsgn(-bi )kj 40, &5 ky Bioeir iy Bhen lxll/(s1 +S

) <0,

%2

*2;
1 )

)é, |X2|/(S§ + S2

’

] ] l
X3;/(S§ + 5;2)' are associated random variables.

PROOF: The proof of the theorem follows from Theorem 2.1, Thcorem 3.1,

Lemma 4.2, and Corollary 4.1. O

Up to constants, a bivariate and a trivarite F random vector can be

defined by:

2t L,
E(Z) = (Sl/S1 - 52/52 i
and
e R D P P RS I
E(3) = (SI/SI . 52/52 : 53/53 | A
- 2,52 2,52 . -
IHEOREM 4.3. (a) 51/51 - 52/52 are associated random variables

(b)Y -If % sgn(wil)kj <0, 1i=1,..., n, then the random

k<j
Py AT 212
variables Sl/S1 3 52/52 . 53/53 are associated.

PROOF: The proof of the theorem follows immediately from the proof of

Theorem 4.1, Lemma 4.1 and Lemma &4.2.

REMARK 4.2. Theorems 4.1, 4.2, 4.3 and Corollary 4.1 remain true as long as

$:% and S . are any pair of positive independent random variables such that

N Xp) 3 {Zi}, S;z, S*2 are all mutually independent sets of random

2
variables.
We conclude this paper with the following conjecture for the TP2 in

pairs of the multivariate absolute normal, of dimension larger than 3.




OHIJE ce .d.f.
CONJECTURE. Let flxll,-..,lxpl(xl’ ’ xp) be the p.d.f. of the

multivariate absolute normal, p > 3. A necessary and sufficient condition
for it to be TP2 in pairs is that there exists Qe’ a diagonal matrix with
elements + 1, such that the off-diagonal elements of Qeg'lge are all
negative.

Note that if this conjecture were true, then the corresponding result
concerning the multivariate t-distribution could be proved directly in the
same fashion as Theorem 4.2

Acknowledgement. After completion of this research, it was brought
to our attention that Professor F. Proschan in a private communication
independently obtained Theorem 2.1. His method of proof is different from
ours. Also the authors wish to thank Professor P. E. Lin for helpful
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a special case of Theorem 4.1 of Jogdeo [1977].
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